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Summary: Problems, where there are several alternatives, each generating an infinite number of consequences (prizes), are modeled as generalized lotteries of I type. The paper focuses on such models for the case when prizes are modeled as multi-dimensional vectors of attributes. The description of partially measured uncertainty is handled by multi-dimensional ribbon distributions that embody the idea of p-boxes. That leads to new models of alternatives, called fuzzy rational multi-dimensional generalized lotteries of I type. These alternatives are modeled according to the Q-expected utility (where Q is a criterion under strict uncertainty), which is calculated using Stieltjes integrals.
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1. Introduction

Lotteries are a typical model of risky alternatives and represent the connection between random events (states) and prizes (consequences) (v o n Neumann, Morgenstern [20]). The classical version of lotteries (classical risky lotteries) suggests uncertainty is modeled by classical probability distributions (CDF, DPF) (Nikolova et al. [10]), whereas preferences are measured by a utility function. If either the set of prizes \( X \) or the set of lotteries \( L \) is continuous, then generalized
lotteries of I, II or III type (GL-I, GL-II, GL-III) apply (Tenekedjieva, Nikolova [15]; Tenekedjieva [13]).

In the course of the analysis, the decision maker (DM) is requested to make subjective estimates of utilities and probabilities using iterative techniques (McCord, De Neufville [7]; Abdellaoui et al. [1]) based on triple dichotomy (Tenekedjieva [14]). The classical elicitation assumption suggests DMs make their choices according to expected utility (which is the measure of utilities of a consequence weighted by their probabilities). This rule holds for the ideal DM that elicits unique quantitative measures of utilities/probabilities. The real DM disobeys this rule and elicits interval estimates that lead to partially non-transitive preferences (due to contradiction with the axioms of rational preferences (French [4]). In Nikolova et al. [9] such DMs are called fuzzy rational. The new data format requires new models of alternatives, called fuzzy rational lotteries, i.e. lotteries where the uncertainty associated with the prizes is only partially measured by the so-called ribbon distributions (Nikolova et al. [10]), the latter being special cases of the p-boxes (Ferson, Hajagos [3]). A two-stage procedure is proposed to rank fuzzy rational lotteries (Tenekedjieva et al. [18]). The first stage suggests approximating the ribbon distributions by classical ones using a $Q$ criterion under strict uncertainty. Approximation techniques for different types of ribbon distributions are presented in (Tenekedjieva, Nikolova [15]; Nikolova [8]). At the second stage, the resulting $Q$ lotteries (which are classical risky ones) are ranked according to expected utility. This two-step procedure is called $Q$-expected utility. Laplace (Rapoport [11]), Wald (Fabrycky et al. [2]), maximax (Hackett, Luffrum [5]) and Hurwicz (Yager [21]) criteria under strict uncertainty usually serve as $Q$ criteria. Ranking lotteries with discrete prizes (ordinary lotteries) according to $Q$-expected utility has been discussed in (Tenekedjieva, Nikolova [16]). The Laplace expected utility criterion was applied in (Tenekedjieva et al. [18]) to rank fuzzy rational one-dimensional GL-I (i.e. GL-I with one-dimensional prizes), whereas the work (Tenekedjieva et al. [17]) introduced procedures to rank fuzzy rational GL-II.

This paper discusses multi-dimensional GL-I, i.e. GL-I whose prizes are multi-dimensional vectors of attributes. It uses the concept of p-boxes to construct probability functions that interpret partially measured uncertainty. Following that a model of fuzzy rational multi-dimensional GL-I is elaborated in its general form and special cases. It is suggested to rank these new alternatives according to the $Q$-expected utility. The latter is calculated with the help of new algorithms that use Stieltjes integrals.

In what follows, Section 2 introduces the basis of multi-dimensional utility theory and multi-dimensional classical distributions, and then ends up discussing multi-dimensional ribbon CDF and their special cases. Section 3 is entirely devoted to classical risky multi-dimensional GL-I and their special cases. Section 4 has the same purpose for the case of multi-dimensional fuzzy rational GL-I. Appendices to the paper contain description of theoretical principles needed to clarify the main text.
2. Measuring preferences and uncertainty over multi-dimensional prizes

2.1. Multi-dimensional utility functions

Assume that the elements of the set of prizes $X$ are $d$-dimensional vectors that describe aspects of the DM’s choice of importance for her, called attributes. Let the $j$-th attribute of the prizes in $X$ be a random variable $X_j$ and $x_j$ be a possible realization. The multi-dimensional set of prizes $X$ is a multiplication of the one-dimensional sets of attributes $X_1, X_2, \ldots, X_d$. Each prize in $X$ takes the form of a $d$-dimensional vector $x^r=(x_1, x_2, \ldots, x_d)$ with arbitrary fixed values.

Preferences over multi-dimensional prizes can be measured by a multi-dimensional utility function $u(.)$, whose domain are all possible multi-dimensional prizes $\tilde{x}=(\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_n)$:

\begin{align*}
\text{(1)} & \quad \tilde{x}=(\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_n)
\end{align*}

\begin{align*}
\text{(2)} & \quad 2 \leq n \leq d,
Y_j \cap Y_k = \emptyset, j=1, 2, \ldots, n, k=1, 2, \ldots, j-1, j+1, \ldots, n,
Y_j \neq \emptyset, j=1, 2, \ldots, n,
Y_j = \left( X_1^{y_j}, X_2^{y_j}, \ldots, X_d^{y_j} \right), j=1, 2, \ldots, n,
d_1+d_2+\ldots+d_n=d.
\end{align*}

Preferences over multi-dimensional prizes can be measured by a multi-dimensional utility function $u(.)$, whose domain are all possible multi-dimensional prizes $\tilde{x} \in \mathbb{R}^d$:

\begin{align*}
\text{(3)} & \quad u(u(\tilde{x}))=u(x_1, x_2, \ldots, x_d).
\end{align*}

An algorithm for that purpose is proposed in Keeley, Raiffa [6], but it is inapplicable if $d>3$. A better approach is to decompose (3) to base utility functions over $Y_1, Y_2, \ldots, Y_n$:

\begin{align*}
\text{(4)} & \quad u(\tilde{x})=u(\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_n)=f[u_1(\tilde{y}_1), u_2(\tilde{y}_2), \ldots, u_n(\tilde{y}_n)].
\end{align*}

Here, $f(.)$ is a real-valued function of $n$ real variables. The adequacy of (4) depends on conditions for independence of preferences over the attributes. Preferential independence is the weakest, but most common condition. The strongest condition is additive independence, but also very difficult to establish. Of greatest importance is utility independence, as it allows to construct the utility function $u(.)$ over $n$ arguments using $n$ normalized base utility functions $u_i(.)$ ($i=1, 2, \ldots, n$) (Keeley, Raiffa [6]). Appendix 2 presents the forms that $u(.)$ can take in the case of mutual utility independence of the base vector attributes. Those depend on the values of scaling constants that measure the relative significance of each base vector attribute for the preferences of the DM. Two types
of preferences are identified depending on the sum of the scaling constants of the base vector attributes.

2.2. Multi-dimensional classical CDF

The uncertainty associated with multi-dimensional prizes can be measured by multi-dimensional Cumulative Distribution Functions – CDF. Assume the uncertainty, associated with a $d$-dimensional system of random variables $(X_1, X_2, \ldots, X_d)$ is entirely measured by a known $d$-dimensional CDF, called classical CDF (multi-dimensional classical CDF) (see Appendix 1). If $F(.)$ is a $d$-dimensional classical CDF of $(X_1, X_2, \ldots, X_d)$, whereas $\mathbf{x}= (x_1, x_2, \ldots, x_d)$ is a $d$-dimensional vector with arbitrary fixed values, then for all $\mathbf{x} \in \mathbb{R}^d$

$$F(\mathbf{x}) = F(x_1, x_2, \ldots, x_d) = P( X_1 \leq x_1 \cap X_2 \leq x_2 \cap \ldots \cap X_d \leq x_d ).$$

The multi-dimensional classical CDF has a special case related to independence of the base vector attributes (classical VICDF) (see Appendix 1).

2.3. Multi-dimensional ribbon CDF

2.3.1. General case of multi-dimensional ribbon CDF

Assume the uncertainty in a $d$-dimensional system of random variables $(X_1, X_2, \ldots, X_d)$ is partially measured by a $d$-dimensional CDF that is only known to lie between two $d$-dimensional classical CDF, called lower and upper bounds. This representation is in compliance with the discussion in Utkin [19]. Such a multi-dimensional CDF shall be called multi-dimensional ribbon CDF. If $F_R(.)$ is a $d$-dimensional ribbon CDF of $(X_1, X_2, \ldots, X_d)$, then $F_L(.)$ and $F_U(.)$ are the lower and upper bounds of $F_R$, and $\mathbf{x}= (x_1, x_2, \ldots, x_d)$ is a $d$-dimensional vector with arbitrary fixed values, then for all $\mathbf{x} \in \mathbb{R}^d$

$$F_L(\mathbf{x}) \leq F_R(\mathbf{x}) \leq F_U(\mathbf{x}).$$

Here $F_L(.)$ and $F_U(.)$ obey the condition

$$F_L(\mathbf{x}) \leq F_U(\mathbf{x}).$$

If $X$ is a one-dimensional random variable, then the uncertainty associated with it might be partially measured by a one-dimensional ribbon CDF (Tenekev et al. [18]).

2.3.2. Ribbon vector argument CDF

Assume the DM has grouped the attributes $X_1, X_2, \ldots, X_d$ in the greatest possible number of base vector attributes $Y_1, Y_2, \ldots, Y_n$ following (1) and (2). Then a special case of the multi-dimensional ribbon CDF is when it is represented as a product of $d_j$-dimensional ribbon CDF of the base vector attributes. Such a multi-dimensional ribbon CDF shall be called vector argument CDF (ribbon VACDF). Let $F_R(.)$ be a ribbon VACDF. If the events $A_j, j=1, 2, \ldots, n-1$, are defined as in (A1.5), then

$$F^R(\mathbf{x}) = F^R_{y_1}(\mathbf{y}_1)F^R_{y_2}(\mathbf{y}_2 | A_1) \ldots F^R_{y_n}(\mathbf{y}_n | A_1 \cap A_2 \cap \ldots \cap A_{n-1}).$$

Here, $F^R_{y_1}(.)$ is a marginal $d_1$-dimensional ribbon CDF of $Y_1$, whereas $F^R_{y_j}(\cdot | A_1 \cap A_2 \cap \ldots \cap A_{j-1})$ is a conditional $d_j$-dimensional ribbon CDF of $Y_j$, if the
event $A_1 \cap A_2 \cap \ldots \cap A_{j-1}$ has occurred (i.e. if the intersection of the events $A_1, A_2, \ldots, A_{j-1}$ has occurred). Then for all $\mathbf{\bar{y}}_1 \in \mathbb{D}^d$ and for all $\mathbf{\bar{x}} \in \mathbb{D}^d$:

(9) \[ F_{y,1}^d(\mathbf{\bar{y}}_1) \leq F_{y,1}^R(\mathbf{\bar{y}}_1) \leq F_{y,1}^u(\mathbf{\bar{y}}_1), \]

(10) \[ F_{y,j}^d(\mathbf{\bar{y}}_j | A_1 \cap A_2 \cap \ldots \cap A_{j-1}) \leq F_{y,j}^R(\mathbf{\bar{y}}_j | A_1 \cap A_2 \cap \ldots \cap A_{j-1}) \leq F_{y,j}^u(\mathbf{\bar{y}}_j | A_1 \cap A_2 \cap \ldots \cap A_{j-1}), \quad j = 2, 3, \ldots, d. \]

Here $F_{y,j}^d(.)$ and $F_{y,j}^u(.)$ are known $d_j$-dimensional classical CDF of the base vector attributes, that obey the following condition for all $\mathbf{\bar{y}}_1 \in \mathbb{D}^d$ and for $\mathbf{\bar{x}} \in \mathbb{D}^d$:

(11) \[ F_{y,1}^d(\mathbf{\bar{y}}_1) \leq F_{y,1}^u(\mathbf{\bar{y}}_1), \]

(12) \[ F_{y,j}^d(\mathbf{\bar{y}}_j | A_1 \cap A_2 \cap \ldots \cap A_{j-1}) \leq F_{y,j}^u(\mathbf{\bar{y}}_j | A_1 \cap A_2 \cap \ldots \cap A_{j-1}), \quad j = 2, 3, \ldots, n. \]

Then the lower and upper bounds will be multi-dimensional classical CDF that are the product of $n$ number of $d_j$-dimensional classical CDF of the base vector attributes:

(13) \[ F^d(\mathbf{\bar{x}}) = F_{y,1}^d(\mathbf{\bar{y}}_1)F_{y,2}^d(\mathbf{\bar{y}}_2 | A_1) \ldots F_{y,n}^d(\mathbf{\bar{y}}_n | A_1 \cap A_2 \cap \ldots \cap A_{n-1}), \]

(14) \[ F^u(\mathbf{\bar{x}}) = F_{y,1}^u(\mathbf{\bar{y}}_1)F_{y,2}^u(\mathbf{\bar{y}}_2 | A_1) \ldots F_{y,n}^u(\mathbf{\bar{y}}_n | A_1 \cap A_2 \cap \ldots \cap A_{n-1}). \]

### 2.3.3. Ribbon vector independent CDF

A special case of a ribbon VACDF is when the base vector attributes are probabilistically independent. Such a ribbon VACDF is called vector independent (ribbon VICDF). Let $F^R(.)$ be a ribbon VICDF. Then

(15) \[ F^R(\mathbf{\bar{x}}) = F_{y,1}^R(\mathbf{\bar{y}}_1)F_{y,2}^R(\mathbf{\bar{y}}_2) \ldots F_{y,n}^R(\mathbf{\bar{y}}_n). \]

Here, $F_{y,j}^R(.)$ is the marginal $d_j$-dimensional ribbon CDF of $Y_j$, and for all $\mathbf{\bar{y}}_j \in \mathbb{D}^{d_j}$:

(16) \[ F_{y,j}^d(\mathbf{\bar{y}}_j) \leq F_{y,j}^R(\mathbf{\bar{y}}_j) \leq F_{y,j}^u(\mathbf{\bar{y}}_j), \quad j = 1, 2, \ldots, n, \]

(17) \[ F_{y,j}^d(\mathbf{\bar{y}}_j) = F_{y,j}^R(\mathbf{\bar{y}}_j | A_1 \cap A_2 \cap \ldots \cap A_{j-1}), \quad j = 2, 3, \ldots, n, \]

(18) \[ F_{y,j}^u(\mathbf{\bar{y}}_j) = F_{y,j}^u(\mathbf{\bar{y}}_j | A_1 \cap A_2 \cap \ldots \cap A_{j-1}), \quad j = 2, 3, \ldots, n, \]

(19) \[ F_{y,j}^R(\mathbf{\bar{y}}_j) = F_{y,j}^R(\mathbf{\bar{y}}_j | A_1 \cap A_2 \cap \ldots \cap A_{j-1}), \quad j = 2, 3, \ldots, n. \]

The last three formulae, where the events $A_j, j = 1, 2, \ldots, n-1$, are defined as in (A1.5), follow from the probability independence of $Y_1, Y_2, \ldots, Y_n$.

In that case, the lower and upper bounds will be classical VICDF that are the product of $n$ number of $d_j$-dimensional classical CDF of the base vector attributes:

(20) \[ F^d(\mathbf{\bar{x}}) = F_{y,1}^d(\mathbf{\bar{y}}_1)F_{y,2}^d(\mathbf{\bar{y}}_2) \ldots F_{y,n}^d(\mathbf{\bar{y}}_n), \]

(21) \[ F^u(\mathbf{\bar{x}}) = F_{y,1}^u(\mathbf{\bar{y}}_1)F_{y,2}^u(\mathbf{\bar{y}}_2) \ldots F_{y,n}^u(\mathbf{\bar{y}}_n). \]
3. Multi-dimensional GL-I

3.1. General case of multi-dimensional classical risky GL-I

Let’s compare according to preference $q$ alternatives that give multi-dimensional prizes $\mathbf{x}$ from a piece-wise continuous $d$-dimensional set $X$ according to continuous or mixed multi-dimensional probability laws. Such alternatives can be modeled as multi-dimensional GL-I. The multi-dimensional GL-I with a multi-dimensional classical CDF shall be called multi-dimensional classical risky:

$$g^c_i = \langle F_i(\mathbf{x}) ; \mathbf{x} \rangle, \quad i=1,2,...,q.$$  

Here, $F_i(.)$ is a $d$-dimensional classical CDF.

The expected utility of the multi-dimensional classical risky GL-I can be calculated as a multi-dimensional Stieltjes integral ([Stroock 12]) with an integrating function $F_i(.)$:

$$E_i(u|F_i) = \int \int \cdots \int u(\mathbf{x}) d^d F_i(\mathbf{x}).$$

3.2. Special cases of classical risky GL-I

3.2.1. Classical risky GL-I with independent distributions

A special case of a multi-dimensional classical risky GL-I is when the uncertainty in the prizes is described by a classical VICDF (A1.8). If the events $A_j, j=1,2,...,n-1$, are defined as in (A1.5), then the following holds:

$$F_i(\mathbf{x}) = F_{y,1}^{(i)}(\mathbf{y}_1)F_{y,2}^{(i)}(\mathbf{y}_2)...F_{y,n}^{(i)}(\mathbf{y}_n),$$

$$F_{y,j}^{(i)}(\mathbf{y}_j) = F_{y,j}^{(i)}(\mathbf{y}_j | A_1 \cap A_2 \cap \ldots \cap A_{j-1}), \quad j=2,3,...,n.$$  

When calculating the expected utility of such a lottery, the $d$-dimensional Stieltjes integral is brought down to $n$ number of consecutive $d_j$-dimensional Stieltjes integrals (one per each base vector attribute):

$$E_i(u|F_i) = \int \int \cdots \int u(\mathbf{x}) d^{d_1} F_{y,1}^{(i)}(\mathbf{y}_1) d^{d_2} F_{y,2}^{(i)}(\mathbf{y}_2)...d^{d_n} F_{y,n}^{(i)}(\mathbf{y}_n).$$

3.2.2. Mutual non-additive utility independence in classical risky GL-I with independent distributions

A special case of a classical risky GL-I with classical VICDF (A1.8) is when the preferences of the DM over the base vector attributes $Y_1, Y_2, ..., Y_n$ are MUVI (see (A2.5)). The expected utility of such a lottery can be calculated as follows: 
Here, the \( d_j \)-dimensional Stieltjes integral under the multiplication symbol stands for the expected utility of a hypothetical \( d_j \)-dimensional classical risky GL-I that gives the \( j \)-th base vector attribute according to a \( d_j \)-dimensional classical CDF.

\[
E_i(u \mid F_i) = \prod_{j=1}^{n}[K_j k_{y,j} u_{y,j}(\tilde{Y}_j) + 1] \partial^{d_j} F_{y,j}^{(i)}(\tilde{Y}_j) - \frac{1}{K_y}
\]

Then it follows that

\[
E_{x,j}^{(i)}(u \mid F_{y,j}^{(i)}) = \prod_{j=1}^{n}[K_j k_{y,j} u_{y,j}(\tilde{Y}_j) + 1] \partial^{d_j} F_{y,j}^{(i)}(\tilde{Y}_j) + 1 \]

The multi-dimensional classical risky GL-I that gives the \( j \)-th base vector attribute with a \( d_j \)-dimensional classical CDF shall be called base fictitious (classical risky BF-GL-I). In that way the expected utility of the classical risky GL-I with a classical VICDF in the case of MUVI preferences takes a multiplicative form, and its multipliers depend on the expected utilities of the classical risky BF-GL-I.

3.2.3. Mutual additive independence in classical risky GL-I with independent distributions

A special case of a classical risky GL-I with a classical VICDF (A1.8) is when the preferences of the DM over the base vector attributes \( Y_1, Y_2, \ldots, Y_n \) are MAVI (A2.4). The expected utility of such a lottery can be calculated as follows:

\[
E_i(u \mid F_i) = \prod_{j=1}^{n}[k_{y,j} u_{y,j}(\tilde{Y}_j) \partial^{d_j} F_{y,j}^{(i)}(\tilde{Y}_j) + 1] \partial^{d_j} F_{y,j}^{(i)}(\tilde{Y}_j)
\]

In this formula, the integral under the multiplication symbol is a \( d_j \)-dimensional Stieltjes integral. In this way, the expected utility of the classical risky GL-I with classical VICDF in the case of MAVI preferences takes an additive form, and its addends depend on the expected utilities of the classical risky BF-GL-I.
4. Multi-dimensional fuzzy rational GL-I

4.1. General case of multi-dimensional fuzzy rational GL-I

As demonstrated in Section 2, partially measured uncertainty can only be interpreted in terms of ribbon distributions. For that reason the models of alternatives from Section 3 do not apply, as they envisage the presence of classical distributions. Therefore, alternatives where uncertainty is only partially measured require a modified representation.

A multi-dimensional GL-I with a multi-dimensional ribbon CDF shall be called multi-dimensional fuzzy rational GL-I and it takes the form

\[ g_i^R = < F_i^R(\bar{x}); \bar{x} >, i=1, 2, \ldots, q. \]

Here \( F_i^R(.) \) is a multi-dimensional ribbon CDF with lower and upper bounds \( F_i^d(.) \) and \( F_i^u(.) \).

The multi-dimensional fuzzy rational GL-I may be ranked in two stages:

1) using a \( Q \) criterion under strict uncertainty, each multi-dimensional ribbon distribution function \( F_i^R(.) \) is approximated by a multi-dimensional classical CDF \( F_i^Q(.) \), which obeys the following condition for all \( \bar{x} \in \mathbb{R}^d \):

\[ F_i^d(\bar{x}) \leq F_i^Q(\bar{x}) \leq F_i^u(\bar{x}). \]

In that way, the multi-dimensional fuzzy rational GL-I are approximated by multi-dimensional classical risky GL-I, called \( Q \)-generalized (multi-dimensional \( Q \)-GL-I),

\[ g_i^Q = < F_i^Q(\bar{x}); \bar{x} >; \]

2) the alternatives are ranked in descending order of the expected utilities of the multi-dimensional \( Q \)-GL-I:

\[ E_i^Q(u | F_i^R) = \int_{\mathbb{R}^d} \ldots \int_{\mathbb{R}^d} u(\bar{x}) \partial^d F_i^Q(\bar{x}); \]

this formula uses a multi-dimensional Stieltjes integral with an integrating function \( F_i^Q(.) \).

The resulting criterion to rank multi-dimensional fuzzy rational GL-I shall be called \( Q \)-expected utility.

4.2. Special cases of fuzzy rational GL-I

4.2.1. Mutual non-additive utility independence in fuzzy rational GL-I with vector independent distributions

Assume the DM has grouped the attributes \( X_1, X_2, \ldots, X_d \) in the largest possible number of base vector attributes \( Y_1, Y_2, \ldots, Y_n \), according to (1) and (2). A special case of a multi-dimensional fuzzy rational GL-I is when the uncertainty associated with the prizes is described by a ribbon VICDF, and the preferences of the DM over
the base vector attributes $Y_1$, $Y_2$, ..., $Y_n$ are MUVI. Let $F^R_i(\cdot)$ be a ribbon VICDF with lower and upper bounds $F^d_i(\cdot)$ and $F^u_i(\cdot)$ that are classical VICDF, as follows:

$$F^R_i(\tilde{x}) = F_{y,1}^R(\tilde{y}_1)F_{y,2}^R(\tilde{y}_2)\cdots F_{y,n}^R(\tilde{y}_n),$$

$$F^d_i(\tilde{x}) = F_{y,1}^d(\tilde{y}_1)F_{y,2}^d(\tilde{y}_2)\cdots F_{y,n}^d(\tilde{y}_n),$$

$$F^u_i(\tilde{x}) = F_{y,1}^u(\tilde{y}_1)F_{y,2}^u(\tilde{y}_2)\cdots F_{y,n}^u(\tilde{y}_n).$$

Here, $F_{y,j}^R(\cdot)$ is a marginal $d_j$-dimensional ribbon CDF of $Y_j$ such that for all $\tilde{y}_j \in \square^{d_j}$

$$F_{y,j}^d(\tilde{y}_j) \leq F_{y,j}^R(\tilde{y}_j) \leq F_{y,j}^u(\tilde{y}_j), \quad j = 1, 2, ..., n.$$

Each fuzzy rational GL-I with ribbon VICDF in the case of MUVI preferences may be decomposed to $n$ number of fictitious $d_j$-dimensional fuzzy rational GL-I:

$$g_{y,j}^{f(i)} = < F_{y,j}^R(\tilde{y}_j) ; \tilde{y}_j >, \quad j = 1, 2, ..., n.$$

A multi-dimensional fuzzy rational GL-I that gives the $j$-th base vector attribute according to a $d_j$-dimensional ribbon CDF shall be called base fictitious (fuzzy rational BF-GL-I).

Calculating the $Q$-expected utility of the fuzzy rational GL-I with a ribbon VICDF in the case of MUVI preferences may be simplified to the following three steps:

1) using a $Q$ criterion under strict uncertainty each marginal $d_j$-dimensional ribbon CDF $F_{y,j}^R(\cdot)$ is approximated by a marginal $d_j$-dimensional classical CDF $F_{y,j}^Q(\cdot)$ that obeys the following condition for all $\tilde{y}_j \in \square^{d_j}$,

$$F_{y,j}^d(\tilde{y}_j) \leq F_{y,j}^Q(\tilde{y}_j) \leq F_{y,j}^u(\tilde{y}_j);$$

in that way, any hypothetical $d_j$-dimensional fuzzy rational BF-GL-I is approximated by a $d_j$-dimensional Q-GL-I, called base fictitious ($d_j$-dimensional BF-Q-GL-I),

$$g_{y,j}^Q(\cdot) = < F_{y,j}^Q(\tilde{y}_j) ; \tilde{y}_j >;$$

2) the $Q$-expected utility of the $d_j$-dimensional fuzzy rational BF-GL-I can be calculated as the expected utility of the respective $d_j$-dimensional BF-Q-GL-I,

$$E_{y,j}^Q(u | F_{y,j}^R(\cdot)) = \int_{d_j} \cdots \int_{d_j} u_{y,j}(\tilde{y}_j) \sigma_{d_j} F_{y,j}^Q(\tilde{y}_j);$$

the integral in the formula is a $d_j$-dimensional Stieltjes integral with an integrating function $F_{y,j}^Q(\cdot)$;

3) the $Q$-expected utility of the fuzzy rational GL-I with a ribbon VICDF in the case of MUVI preferences takes a multiplicative form, and its multipliers depend on the $Q$-expected utilities of the fuzzy rational BF-GL-I,
4.2.2. Mutual additive independence in fuzzy rational GL-I with vector independent distributions

A special case of a multi-dimensional fuzzy rational GL-I is when the uncertainty associated with the prizes is described by a ribbon VICDF, and the preferences of the DM for the base vector attributes \( Y_1, Y_2, \ldots, Y_n \) are MAVI.

Calculating the \( Q \)-expected utility of a fuzzy rational GL-I with a ribbon VICDF in the case of MAVI preferences differs from the case with MUVI preferences, described by formulae (40)-(43), only in the third step, which transforms into the following:

3') the \( Q \)-expected utility of the fuzzy rational GL-I with ribbon VICDF in the case of MAVI preferences takes an additive form, and its addends depend on the \( Q \)-expected utilities of the fuzzy rational BF-GL-I,

\[
E^Q_i(u \mid F^R_i) = \sum_{j=1}^{n} k_{j,i} E^Q_{y,j}(u \mid F^{R,ij}_{y,j}).
\]  

5. Conclusions

The paper focused on procedures to rank multi-dimensional GL-I, where prizes were described as multi-dimensional vectors of attributes. The models strongly depended on the type of distributions that measure the uncertainty associated with the prizes, and on the type of independence between the base vector attributes.

A key contribution of the paper is that it embodied the concept of p-boxes into multi-dimensional cumulative probability functions that apply to problems with continuous consequences and describe states of nature whose uncertainty is only partially measured. Formulae for ribbon vector argument and ribbon vector independent CDF have been derived. On that ground, fuzzy rational alternatives were modeled as fuzzy rational GL-I in the general case and in the special cases of mutual non-additive utility independence with vector independent distributions and of additive utility independence with vector independent distributions. Algorithms that calculate the \( Q \)-expected utility using Stieltjes integrals were elaborated, and so the multi-dimensional fuzzy rational GL-I were ranked in descending order of their expected utility.
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Appendix 1. Multi-dimensional classical CDF

Assume the uncertainty, associated with a $d$-dimensional system of random variables $(X_1, X_2, \ldots, X_d)$ is entirely measured by a known $d$-dimensional CDF, called classical CDF (multi-dimensional classical CDF). If $F(.)$ is a $d$-dimensional classical CDF of $(X_1, X_2, \ldots, X_d)$, whereas $\mathbf{x}=(x_1, x_2, \ldots, x_d)$ is a $d$-dimensional vector with arbitrary fixed values, then for all $\mathbf{x} \in \mathbb{R}^d$
\[ F(\mathbf{x}) = F(x_1, x_2, \ldots, x_d) = P(X_1 \leq x_1 \land X_2 \leq x_2 \land \ldots \land X_d \leq x_d). \]

The multi-dimensional classical CDF must be increasing on each of its arguments and bounded in the interval \([0; 1]\):

\begin{align*}
\text{(A1.2)} & \quad \text{if } x_{j,1} > x_{j,2}, \text{ then } \\
F(x_1, x_2, \ldots, x_{j-1}, x_{j,1}, x_{j+1}, \ldots, x_d) & \geq F(x_1, x_2, \ldots, x_{j-1}, x_{j,2}, x_{j+1}, \ldots, x_d),
\end{align*}

\begin{align*}
\text{(A1.3)} & \quad \lim_{x_j \to -\infty} F(x_1, x_2, \ldots, x_d) = 0, \quad j = 1, 2, \ldots, d, \\
\text{(A1.4)} & \quad \lim_{x_j \to +\infty} F(x_1, x_2, \ldots, x_d) = 1.
\end{align*}

It is sometimes convenient to group the attributes \(X_1, X_2, \ldots, X_d\) in several base vector attributes \(Y_1, Y_2, \ldots, Y_n\) according to (1) and (2). Let’s define \(n-1\) auxiliary events:

\[ A_j = X_1^{Y_j} \leq x_1^{Y_j} \land X_2^{Y_j} \leq x_2^{Y_j} \land \ldots \land X_d^{Y_j} \leq x_d^{Y_j}, \quad j = 1, 2, \ldots, n-1, \]

The multi-dimensional classical CDF can always be presented as a product of \(d_j\)-dimensional CDF over the base vector attributes:

\[ F(\mathbf{x}) = F_{Y,1}(\mathbf{y}) F_{Y,2}(\mathbf{y}) F_{Y,n}(\mathbf{y}) | A_1 \cap A_2 \cap \ldots \cap A_{n-1}. \]

Here, \(F_{Y,1}()\) is a marginal \(d_1\)-dimensional classical CDF of \(Y_1\), whereas \(F_{Y,j}(\mathbf{y}) | A_1 \cap A_2 \cap \ldots \cap A_{j-1}\) is a conditional \(d_j\)-dimensional classical CDF of \(Y_j\), if the event \(A_1 \cap A_2 \cap \ldots \cap A_{j-1}\) has occurred.

If \(X\) is a one-dimensional random variable, then the uncertainty associated with it is measured in terms of a one-dimensional classical CDF (Tenekev et al. [18]).

A special case of a multi-dimensional classical CDF is when the base vector attributes \(Y_1, Y_2, \ldots, Y_n\) are probabilistically independent. It follows that

\[ F_{Y,j}(\mathbf{y}) | A_1 \cap A_2 \cap \ldots \cap A_{j-1} = F_{Y,j}(\mathbf{y}), \quad j = 2, 3, \ldots, n. \]

\[ F(\mathbf{x}) = F_{Y,1}(\mathbf{y}) F_{Y,2}(\mathbf{y}) \ldots F_{Y,n}(\mathbf{y}). \]

Such a multi-dimensional classical CDF shall be called vector independent (classical VICDF).

Appendix 2. Types of preferences over attributes of multi-dimensional prizes

Assume the DM has grouped the attributes \(X_1, X_2, \ldots, X_d\) in the largest possible number of mutually utility independent base vector attributes \(Y_1, Y_2, \ldots, Y_n\) according to (1) and (2). Mutual utility independence implies the following:

1) there exist and it is possible to construct \(n\) number of \(d_j\)-dimensional bounded utility functions \(u_{Y,j}()\), defined over all possible values \(\mathbf{y}_j\) of \(Y_j\):
(A2.1) \[ u_{y,j} = u_{y,j}(\tilde{y}_j) = u(x_{1y}^j, x_{2y}^j, \ldots, x_{dy}^j), \quad \tilde{y}_j \in \mathbb{D}_j, \]

(A2.2) \[ u_{y,j}(\tilde{y}_{j,\text{best}}) = 1, \quad j = 1, 2, \ldots, n, \]

(A2.3) \[ u_{y,j}(\tilde{y}_{j,\text{worst}}) = 0, \quad j = 1, 2, \ldots, n; \]

2) there exist and it is possible to identify \( n \) number of scaling constants \( k_{y,j} \in [0; 1] \) that indicate the relative significance of the base vector attributes for the preferences of the DM over the multi-dimensional prizes;

3) if \( k_{y,1} + k_{y,2} + \ldots + k_{y,n} = 1 \), then the multi-dimensional utility function takes an additive form:

(A2.4) \[ u = u(\tilde{x}) = u(\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_n) = \sum_{j=1}^{n} k_{y,j} u_{y,j}(\tilde{y}_j); \]

the multi-dimensional utility function is additive if and only if \( Y_1, Y_2, \ldots, Y_n \) are mutually additively independent according to the DM. Preferences that are mutually additively independent regarding the base vector attributes shall be called MAVI preferences;

4) if \( k_{y,1} + k_{y,2} + \ldots + k_{y,n} \neq 1 \), then the multi-dimensional utility function takes a multiplicative form

(A2.5) \[ u = u(\tilde{x}) = u(\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_n) = \frac{1}{K_y} \prod_{j=1}^{n} [K_y k_{y,j} u_{y,j}(\tilde{y}_j) + 1] - \frac{1}{K_y}; \]

here, \( K_y \) is a general constant that depends on \( k_{y,j} \), finding \( K_y \) requires to introduce the one-dimensional real function \( \phi(\eta) \) of the independent real variable \( \eta \) defined over the real numbers greater than \(-1\):

\[ \phi(\eta) = 1 + \eta - \prod_{j=1}^{n} (\eta k_{y,j} + 1). \]

The value of \( K_y \) is the zero of \( \phi(\eta) \), which is a polynomial of \( \eta \) of the \( n \)-th power:

\[
\text{if } \sum_{j=1}^{n} k_{y,j} < 1, \quad \text{then } K_y \text{ is the only zero of } \phi(\eta) \text{ in the interval } (0; \infty),
\]

(A2.7) \[ \text{if } \sum_{j=1}^{n} k_{y,j} > 1, \quad \text{then } K_y \text{ is the only zero of } \phi(\eta) \text{ in the interval } (-1; 0). \]

The multi-dimensional utility function is multiplicative if and only if \( Y_1, Y_2, \ldots, Y_n \) are mutually utility independent, but are not mutually additively independent according to the DM. Preferences that are mutually utility independent but are not mutually additively independent regarding the base vector attributes shall be called MUVI preferences.

The utility function, constructed according to (A2.4) or (A2.5) is normalized so that to equal to either 1 or 0 respectively for the most preferred \( \tilde{x}_{\text{best}} \) and the least preferred value \( \tilde{x}_{\text{worst}} \) of the \( d \)-dimensional consequence in \( X \):

(A2.8) \[ u(\tilde{x}_{\text{best}}) = u(\tilde{y}_{1,\text{best}}, \tilde{y}_{2,\text{best}}, \ldots, \tilde{y}_{n,\text{best}}) = 1, \]

(A2.9) \[ u(\tilde{x}_{\text{worst}}) = u(\tilde{y}_{1,\text{worst}}, \tilde{y}_{2,\text{worst}}, \ldots, \tilde{y}_{n,\text{worst}}) = 0. \]