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Abstract: This investigation deals with modeling and availability analysis of cluster-based system inflicted with software aging. Software aging is a phenomenon in which a software system shows performance degradation with time and finally results in software failures. To cope up with this phenomenon, rejuvenation is an innovative concept to recover from software failures. As failures occur, server has the option either to take essential rejuvenation with probability p or may opt for optional rejuvenation with complementary probability q. To achieve high availability of the system, the concept of clustering is also taken into consideration. In this study, restart, reboot and standby concept is used for reducing the downtime cost. The sensitivity analysis of different parameters on system availability has been examined numerically. By integrating clustering, software aging and rejuvenation, the researchers intended to increase the availability and decrease the down time.

Keywords: Software aging, Cluster, Standby, Reboot, Optional rejuvenation, Availability, Downtime cost.

1. Introduction

In the current era of machines, human dependency on machining system has been increasing day by day. Moreover, availability of service is a major concern of today’s business environment. Availability is defined as the probability that a system is operational and capable to provide the required services [1]. To improve the availability of services of cluster-based system, an advanced concept as software rejuvenation for recovering from failures is carried out. Clustered system has been analysed with rejuvenation under varying workload. To avoid unexpected closure of individual knots; standard, delayed and mixed rejuvenation was applied in this study [2].

Software aging is caused by resource depletion and can lead to gradual degradation of performance or blockage [3]. Software aging [4] phenomenon refers to all software tendency to fail or the accretion of errors occurring in continuously running operational software system which leads to performance degradation and eventually hang on the software system. Different causes of software degradation are such
as languardness of operating system resources, storage fragmentation, and accumulation of errors, etc. Error accumulation usually takes the form of bad resource management that leads to resource exhaustion, such as memory leaks, unterminated threads. The accumulation of errors usually takes the form of a poor resource management, which leads to a depletion of resources, such as memory leaks, data corruption, etc. Therefore, some rejuvenation policies such as application restart, rebooting and concept of standby are required. Software rejuvenation is a cost-effective approach to eliminate the effects of aging and avoid aging-related failures [5].

Software rejuvenation is an essential proactive fault avoidance technique [6], which is used to prevent performance degradation, and other failures subject to system crash due to software aging. Further, software rejuvenation may also employ fault tolerance to reduce the impact of individual failures on system availability [7]. To achieve rejuvenation, we have applied some most important concepts namely application restart, reboot and standby unit in our study. Application restart rejuvenation is a simple process to shut down the application and restart the application immediately. Various researchers [8, 9] tried to prevent performance degradation by this technique. Another familiar technique is virtual machine reboot. We have considered the concept of reboot when the complete virtual machine has failed. According to this, a shutdown signal is send to the guest operating system and then restarts virtual machine. These techniques focus on restarting the applications and system, so as to reduce the downtime cost as much as possible. The most significant approach is standby rejuvenation that reduces the failed requests. In this approach, standby virtual machine is always available to take over the active virtualize machine from the one being rejuvenated [10]. Repairable systems [11-13] has been investigated by many prominent researchers in different frameworks. Performance model has been examined for machine repair model with working breakdown, working vacation and warm standbys [14].

Cluster is a set of virtual machines and other related resources that act like a single system and provide high availability. These machines (also known as nodes) are usually identical. If one node fails, another can act as a backup. Therefore, cluster system can achieve higher availability in comparison to single machine system. Using a hierarchical approach, system availability of an n-processor VAX cluster has been determined [15]. Hardware and software reliability of clustered computing systems have been investigated. The pictorial view of a cluster system is shown in Fig. 1.

![Fig. 1. Cluster-based system of active virtual machines with standby virtual machine](image-url)
Clustering is a technique to achieve high availability of service by redundancy in hardware as well as software. To improve the availability of a system, redundancy is a common approach. In case of major failure clustering software immediately starts the applications on the standby system without any downtime. Jain and Preeti [16] used the concept of standby cluster system for availability analysis in their study. There is no doubt that redundancy increases the cost. Availability evaluation was done for machining system with multiple working vacations and standby [17]. However, if the cost of failure is high then the redundancy may be a smart choice [18]. Common mode failure associated with redundant systems wherein a failure can occur due to the installation faults, application errors, design errors and many more. This failure is one in which a single failure or condition affects the operation of multiple devices. Availability analysis of cluster-based system has been investigated by Hong, Wang and Shi [19]. Multi-layer cluster based system has been investigated by Sankar and Srinivasan [20]. In our study, we consider Cluster-based System (CS) having one Active Virtual Machine (AVM) and one Standby Virtual Machine (SVM). Initially, the CS is in working or healthy state. During aging ascertain process, administrator identify the number of faults occur to the considered CS which is marked as in unstable state or degradation mode. In rejuvenation state, the system administrator has a choice to use any of the three steps for reducing the down time, which are mentioned below:

- At rejuvenation state in AVM, administrator has a choice either to opt essential rejuvenation as first step or may go for optional rejuvenation service as second step. In the first step, we provide rejuvenation repair namely application restart as an essential rejuvenation. In the second step, we provide reboot to the system as an optional rejuvenation to reduce the downtime cost. Some researchers [21] have tried to reduce the downtime using reboot concept in their study.

- In the third step, he/she may decide to replace AVM with SVM. If one virtual machine has completely failed then another virtual machine is available to the system as a standby unit that can take over its workload. In SVM, administrator has again the choice to opt essential as first step or optional rejuvenation service as second step.

Fig. 2 shows the proposed CS having one AVM and one SVM wherein all above mentioned three steps are visualized.

From the literature survey, it has been noticed that the interest in studying the cluster system has mainly been focused on the system’s behaviour depending upon its failure and repair characteristics without considering the concept of optional rejuvenation. We have not found any research work on cluster-based system with optional rejuvenation. Therefore, it is important to consider such system and advice to system developers how they can increase the system availability with the help of optional rejuvenation. If an error occurs in the cluster system, the system administrator can choose essential or optional rejuvenation. The main objective of the present investigation is to increase the availability of cluster system having standby machine. The rest of the paper is structured as follows. Section 2 describes assumptions and notations for the devolving cluster-based system. In Section 3, we develop the governing equations for considered system. Further, analysis has been done for obtaining the probability results in terms of availability. In Section 4, various
results are obtained for analysing the CS. To examine the effect of various parameters on the cluster system, numerical results are suggested in Section 5. Finally, concluding remarks are given in Section 6.

2. Model description

To offer high level of availability for the server, we consider a CS having one AVM and SVM under the consideration optional software rejuvenation. To analyze cluster system, Markov modelling technique enables us to account for combinations of component failures sequence dependent consequences and also helps to identify the system performance characteristics that may need improvement for the optimization of the system. The AVM and SVM are subject to failure and repair. Once an AVM fails, SVM replaces it; the failure characteristic of the SVM becomes same as that of the AVM. For developing mathematical model of CS, we have provided various assumptions and notations.

**Assumptions**

- We consider a CS having AVM and SVM both in healthy state. The state of CS denotes by $m (m=H_i, U_i, R_i, O_i, i=1, 2, F)$, where $i=1$ represents the AVM and $i=2$ represents the SVM) which are given as

$$
m = \begin{cases} 
H_i, & i = 1, 2, \\
U_i, & i = 1, 2, \\
R_i, & i = 1, 2, \\
O_i, & i = 1, 2, \\
F, & i = 1, 2,
\end{cases}$$

- Healthy State of $\text{AVM}_i$, $\text{SVM}_i$
- Unstable State of $\text{AVM}_i$, $\text{SVM}_i$
- Essential Rejuvenation State of $\text{AVM}_i$, $\text{SVM}_i$
- Optional Rejuvenation State of $\text{AVM}_i$, $\text{SVM}_i$
- Failed State of CS.

Fig. 2. Proposed system tectonics
As time goes on, AVM eventually transfer to unstable state. In unstable state, CS is in operational state but works under degraded mode. If any error occurs then the system goes under rejuvenation state. At this state, operator decides to take essential rejuvenation with probability $p$ or opt optional rejuvenation with complementary probability $q = 1 - p$. On the other hand, if there is a major fault during unstable state then it is immediately replaced by SVM. If CS has suffered unplanned failure then the system is under failure state.

In CS, the rate by which AVM transfer to unstable state is $i \lambda_u$. From unstable state, the rate by which AVM transfer to rejuvenation state is $i \lambda_r$ and to SVM is $i \lambda_s$. The rate by which SVM transfer to failed state is $\lambda$.

The switch over times from failure to repair, from repair to standby and from standby to operating states are negligible.

The life-time and repair time of CS follow the exponential distribution with mean $1/\mu$ and $1/\mu$.

As unplanned failure occurs, CS stops working completely and can be restored by the reboot. After rebooting, the CS works with the same efficiency as before failure occurs.

Some notations are used for modelling purpose.

**Notations**

- $P_{H1}$: steady state probability that AVM is in Healthy state, i.e., fully working state.
- $P_{U1}$: steady state probability that AVM is in Unstable state, i.e., Degradation state.
- $P_{R1}$: steady state probability that AVM is in Essential Rejuvenation state.
- $P_{O1}$: steady state probability that AVM is in Optional Rejuvenation state.
- $P_{H2}$: steady state probability that SVM is in Healthy state, i.e., Fully Working state.
- $P_{U2}$: steady state probability that SVM is in Unstable state, i.e., Degradation state.
- $P_{R2}$: steady state probability that SVM is in Essential Rejuvenation state.
- $P_{O2}$: steady state probability that SVM is in Optional Rejuvenation state.
- $P_F$: steady state probability that CS is in Completely Failed state.
- $\lambda_c$: transition rate from Healthy state to Unstable state due to the effect of software aging.
- $\lambda_i$: transition rate from Unstable state to Rejuvenation state.
- $\lambda_r$: transition rate from transferring AVM to SVM.
- $\lambda$: failure rate of CS.
- $\mu$: rejuvenation rate.
- $\mu_o$: optional rejuvenation rate.
- $\mu_r$: repair rate of CS.
3. Governing equations and analysis

The software aging models are being generally used to predict the system availability and other reliability indices. In our study, we use Markov analysis for devolving state transition model of a CS. For this purpose, we have provided governing equations of the model being concerned, which is depicted in Fig. 3.

![State transition diagram for CS having AVM and SVM](image)

Fig. 3. State transition diagram for CS having AVM and SVM

\[
\begin{align*}
(1) \quad \lambda_u P_{H1} &= p \mu_r P_{R1} + \mu_r P_{O1} + \mu P_F, \\
(2) \quad (\lambda_s + \lambda_r) P_{U1} &= \lambda_u P_{H1}, \\
(3) \quad 2\lambda_u P_{H2} &= \lambda_s P_{U1} + p \mu_r P_{R2} + \mu_r P_{O2}, \\
(4) \quad (\lambda + \lambda_r) P_{U2} &= \lambda_u P_{H2}, \\
(5) \quad \mu P_F &= 2\lambda P_{U2}, \\
(6) \quad \mu_r P_{R_i} &= i \lambda_r P_{U_i}, \quad i = 1, 2, \\
(7) \quad \mu_o P_{O_i} &= q \mu_r P_{R_i}, \quad i = 1, 2,
\end{align*}
\]

Normalizing condition

\[
\sum_{i=1}^{2} P_{H_i} + \sum_{i=1}^{2} P_{U_i} + \sum_{i=1}^{2} P_{R_i} + \sum_{i=1}^{2} P_{O_i} = 1.
\]

To obtain the closed-form solution of above equations (1)-(8), we apply product type method. The normalizing condition is combined with equations (1)-(8) and solving simultaneously, we have

\[
\begin{align*}
(9) \quad P_{U1} &= \frac{\lambda_u}{(\lambda_s + \lambda_r)} P_{H1}, \\
(10) \quad P_{U2} &= \frac{2\lambda(\lambda_s + \lambda_r)}{2\lambda(\lambda_s + \lambda_r)} P_{H1}, \\
(11) \quad P_{R1} &= \frac{\lambda_r \lambda_u}{\lambda_r \lambda_u} P_{H1}, \\
(12) \quad P_{R2} &= \frac{\lambda_r \lambda_u \lambda_s}{\lambda \lambda_r \lambda_u \lambda_s} P_{H1}, \\
(13) \quad P_{O1} &= \frac{q \lambda_r \lambda_u}{\lambda \lambda_r \lambda_u} P_{H1}, \\
(14) \quad P_{O2} &= \frac{q \lambda_r \lambda_u \lambda_s}{\lambda \lambda_r \lambda_u \lambda_s} P_{H1}, \\
(15) \quad P_{H2} &= \frac{\lambda_s}{2\lambda(\lambda_s + \lambda_r)} P_{H1},
\end{align*}
\]
\[
P_F = \frac{\lambda_u \lambda_s}{\mu (\lambda_s + \lambda_r)} P_{H1'},
\]
where
\[
P_{H1} = \left[ 1 + a \left( b \frac{c}{2 \lambda r} + \frac{q}{\lambda s} \right) \right]^{-1},
\]
and
\[
a = \frac{\lambda_r \lambda_u \lambda_s}{(\lambda_s + \lambda_r)}, \quad b = \left[ \frac{(\lambda + \lambda_r)}{\lambda u} + 3 \right], \quad c = \left( \frac{1}{\lambda r} + \frac{1}{\mu r} + \frac{q}{\mu o} \right).
\]

4. Performance measures

To analyze the CS having AVM and SVM, the steady state probabilities of developed model are evaluated using product type method. It is very important to predict the performance of the CS in terms of steady state. Therefore, we have derived various performance measures that are mentioned below:

- **Availability of the system:** Availability (AV) models capture failure and repair behavior of CS, i.e., the cluster system is not available during rejuvenation and reboots states. Therefore, the availability of the CS is given by

\[
AV = 1 - \left( \sum_{i=1}^{2} P_{R_i} + \sum_{i=1}^{2} P_{O_i} + P_F \right).
\]

- **Long run probabilities of cluster system:** The long run probabilities of the system is given by when the CS is in essential rejuvenation state \( P(R) \) and optional rejuvenation state \( P(O) \), respectively as

\[
P(R) = \sum_{i=1}^{2} P_{R_i}, \quad P(O) = \sum_{i=1}^{2} P_{O_i}.
\]

- **Downtime cost:** The downTime Cost (TC) of CS can be calculated using unavailable states of cluster system in terms of corresponding cost element

\[
TC = [C_1 \times \sum_{i=1}^{2} P_{R_i} + C_2 \times \sum_{i=1}^{2} P_{O_i} + C_F \times P_F] \times T,
\]

where
- \( T \) is the operational time,
- \( C_1 \) is the unit cost of the essential rejuvenation state of CS,
- \( C_2 \) is the unit cost of the optional rejuvenation state of CS,
- \( C_F \) is the unit cost of the reboot of CS.

5. Numerical results

In this this section, we provide numerical results for considered CS having AVM and SVM to evaluate system availability under the consideration of optional rejuvenation policy. By taking the numerical illustration, we have illustrated how different system parameters such as failure rates \( \lambda_r, \lambda_s \) and \( \lambda_t \) and rejuvenation rates \( \mu_r, \mu_o \) and \( \mu_0 \) would affect the availability of the system.

We have examined the effect of different parameters on various performance measures like availability, downtime cost, etc., for one year, i.e., \( T=1 \), by setting the default parameters as \( \lambda_u=0.5, \lambda_s=0.4, \lambda_t=0.2, \lambda_r=0.3, \mu_r=0.8, \mu_o=0.9, p=0.5 \) and \( q=0.5 \). The different cost elements for determining the values for downtime cost of CS are
chosen as $C_1 = $50, $C_2 = $25 and $C_r = $80. The flow chart of the model being concerned is depicted in Fig. 4.

![Flow chart of the model](image)

**Fig. 4.** Flow chart of proposed cluster system

In Table 1, we provide the results for AVM which fails completely and we have replaced it by SVM. It can be easily seen from Table 1 that the values of long run probabilities in essential ($P(R)$) and optional ($P(O)$) rejuvenation state increases gradually. On the other hand, $P(R)$ increases as we increase the values of $p$ and $P(O)$ shows the reverse trend.

<table>
<thead>
<tr>
<th>$\lambda_e$</th>
<th>$p=0.2$</th>
<th>$p=0.5$</th>
<th>$p=0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P(R)$</td>
<td>$P(O)$</td>
<td>$P(R)$</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0114</td>
<td>0.0084</td>
<td>0.0118</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0201</td>
<td>0.0150</td>
<td>0.0208</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0311</td>
<td>0.0237</td>
<td>0.0322</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0444</td>
<td>0.0344</td>
<td>0.0460</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0600</td>
<td>0.0471</td>
<td>0.0622</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0779</td>
<td>0.0618</td>
<td>0.0808</td>
</tr>
</tbody>
</table>

The graphical representation of availability performance and downtime cost of CS are summarized in Figs 5a-8b. From Figs 5a-b, it is observed that the availability of the CS shows a sharp decrement for increasing values of $\lambda_e$ and $\lambda_u$. It can be easily observed form Figs 6a-b that as rejuvenation rates attains the higher values, system availability show the sharp increment which tally with many real life situations. Also, from these Figs, it is observed that AV increases if system opt the essential rejuvenation.
The combined effect of probability, failure and rejuvenation rates are depicted in Figs 7a-8b. As the values of $p$ increases, the downtime cost shows the sharp decrement. Form Figs 7a-b, it can be easily noticed that downtime cost increases as $\lambda_r$ and $\lambda_u$ increases. The reverse trend of downtime cost can be observed in Figs 8a-b for higher values of rejuvenation rates.

Fig. 5. Effect of (a) $\lambda_r$ and (b) $\lambda_u$ on availability by varying $p$

Fig. 6. Effect of (a) $\mu_r$ and (b) $\mu_u$ on availability by varying $p$

Fig. 7. Combined effect of (a) $\lambda_r$ and (b) $\lambda_u$ on downtime cost by varying $p$
Finally, it can be judged on overall observation that the cluster system can achieve higher availability if we provide higher rejuvenation rates at appropriate time. Moreover, the downtime and downtime cost of CS approach decrease as rejuvenation rates increases.

6. Conclusions

This paper investigated a clustered system having active and standby virtual machine inflicted with software aging. To neutralize the software aging, we have used the concept of rejuvenation, which is highly effective to increase the availability of CS. This study proves that optional rejuvenation is a powerful approach in preventing the failures in the running process of the software executions. With the help of optional rejuvenation, the downtime cost of CS decreases tremendously. In this study, the CS having AVM and SVM deals with many concepts simultaneously such as software aging, software rejuvenation and reboot. The outcome of considered work may be applicable to many real time applications in which the prevention of the software failure is recommended for smooth running of the software applications under techno-economic constraints. It is expected that our study will be helpful for the system designers for improving the availability of cluster-based systems wherein software failures cannot be avoided.
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